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ABSTRACT

This paper presents a joint extraction and prediction frame-
work for intonation modeling. The intonation model is based
on a superpositional approach using Bézier curves. The
components are attached to minor phrase and accent group.
A greedy algorithm performs succesive partitions on train-
ing data using linguistic information. The parameters re-
lated to each partition are obtained using a global optimiza-
tion procedure. In this way, the extraction process is closely
related to the prediction step, and the final performance is
higher. Several experiments are performed to test the hy-
pothesis using a two-step intonation modeling procedure
for comparison. Results reveal that the prediction accuracy
is higher than the reference method. This approach avoids
some parameter extraction steps that can produce additional
noise, such as the interpolation step used in some intonation
models.

1. INTRODUCTION

Intonation modelling is an important task in a text-to-speech
system, affecting intelligibity and naturalness.

Several models are proposed in the literature, such as
ToBI [1], Fujisaki [2], IPO [3], Tilt [4], PaIntE [5], INTSINT
[6] and B́ezier [7]. They try to overcome with the difficul-
ties of intonation modeling:

• The fundamental frequency contour depends on the
choice of speaker. As a consequence, there is a map-
ping of one-to-many from a sentence to the possible
fundamental frequency contour space. Furthermore,
it is difficult to measure the accuracy of a system and
the modeling task.

• The information in a text is not enough to perform
natural intonation. Other sources of information should
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be used (semantic and pragmatic information). Valu-
able information can be provided by part-of-speech
taggers and syntactic analyzers.

• The fundamental frequency contour extracted from
an utterance has measurement errors and microprosody.
Filters are applied to remove these effects, but some
important information can also be smoothed.

In general, intonation models trained automatically per-
form a two step process.

The first step consists of a smoothing process, with in-
terpolation of unvoiced regions. The smoothing process re-
moves measurement errors and microprosody. The interpo-
lation is performed because some models need a continu-
ous fundamental frequency contour to extract parameters.
These parameters represent fundamental frequency contour
in a compact way, suitable for prediction.

In the second step machine learning techniques are used
to relate the parameters with linguistic information. The
output of this step is a model that predicts fundamental fre-
quency contours from linguistic information.

This two step process can have unexpected consequences
in the final prediction accuracy, because there is a strong in-
teraction between the two steps. For TTS it is not useful to
preserve in the stylization step information that is not pos-
sible to predict from the text.

Fujisaki intonation model [2] represents the fundamen-
tal frequency contour as the linear combination of two com-
ponents, that are associated to minor phrase and accent group.
The initial extraction of the parameters (amplitudes and time
instants of phrase and accent commands) is a complex task.
There are several sets of parameters that can represent the
same fundamental frequency contour. Furthermore, the shape
of the stylized contour depends on the smoothing and inter-
polation parameters. As a result, the second step can be
provided with a non-consistent set of parameters which are
different for the same linguistic information. The final re-
sult is a poorer prediction accuracy. Some researchers avoid



this effect applying additional knowledge in the extraction
process [8] [9].

Tilt [4], Bezier [7] and INTSINT [6] perform successful
intonation modeling with the two-step process. However, a
joint framework could improve the results of these methods.

Our proposal is a joint parameter extraction and predic-
tion framework to train an intonation model.

The idea is to extract a set of parameters that closely
represent the fundamental frequency contour taking into ac-
count linguistic features. This approach allows a consistent
representation to increase prediction capabilities. A global
optimization algorithm which takes into account all training
data to obtain the optimal parameters must be used.

Fig. 1. Classical scheme where extraction and prediction
are two separate steps.

Fig. 2. Proposed scheme where extraction and prediction
steps interact.

In this paper this joint process will be explored using a
superpositional approach. There are proofs of the existence
of differents effects that are linearly combined to produce
the final fundamental frequency contour in the literature [2]
[10]. In this work the components that are linearly com-
bined are related to minor phrase and accent group.

The fundamental frequency contour is represented us-
ing Bézier curves. This polynomial representation has been
used to model intonation in Spanish [7]. Few coefficients
allow a very accurate representation of each component of
the fundamental frequency contour.

Next section gives a detailed explanation of our approach,
with a brief explanation of the mathematical model and train-
ing process. Section 3 shows experimental results of this ap-
proach, compared with a two-step approach based on Bézier
curves. Section 4 gives the conclusions about this work.

2. INTONATION MODEL

2.1. B́ezier curves

The parameter representation of the model is based on Bézier
curves. The polynomial formulation is shown in equation 1
and the shape of the base polynomials for a fourth order
curve are shown in Figure 3. Bézier coefficients allow a
meaningful representation compared with the final polyno-
mial coefficients, which are more sensitive.
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Fig. 3. Bézier polynomials

Figure 4 shows an approximation of a fundamental fre-
quency contour using B́ezier curves for accent groups, with
continuity constraints up to the first derivative.

0 0.5 1 1.5 2 2.5 3

80

100

120

140

160

180

200

220

Fig. 4. Fundamental frequency contour approximated using
Bézier curves with five coefficients



2.2. Reference system

The joint parameter extraction and prediction framework is
compared with other approach, proposed by Escudero [11].

This approach performs an initial parameter extraction
using B́ezier curves linked to accent groups. Continuity
constraints are applied up to the first derivative.

Escudero proposes a prediction method using vector quan-
tization and classification trees.

In this work, B́ezier coefficients are predicted using a
regression tree which performs a clustering based on lin-
guistic features related to each accent group. The splitting
criteria is the reduction of the mean distance to the centroid.

2.3. Mathematical model

The joint optimization framework imposes that the formu-
lation to extract the optimal polynomial coefficients is mod-
ified. The optimization is performed minimizing the mean
squared error, but taking into account that:

• The error that is minimized is the global mean squared
error.

• Two components are combined using Bézier curves.

• The group of coefficients corresponding to a Bézier
curve depend on a vector which maps minor phrase
or accent group classes with positive integers (class
number).

The mathematical formulation is shown in equation 2.
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where:
Nk

MP is the number of minor phrases of thekth sen-
tence.

Nk
AG is the number of accent groups of thekth sen-

tence.
tkMPi

(t) is the temporal axis of theith minor phrase of
thekth sentence.

tkAGj
(t) is the temporal axis of thejth accent group of

thekth sentence.
Ck

MPi
is the number of the minor phrase class assigned

to theith minor phrase of thekth sentence.
Ck

AGj
is the number of the accent group class assigned

to thejth accent group of thekth sentence.

In this function,PMP andPAG are the B́ezier curves
of the minor phrase and accent group components, respec-
tively. Each curve has its own associated time axis,tMP (t)

and tAG(t). The time axis range is zero to one. These
curves are zero elsewhere.

The joint cost function is shown in equation 3. The goal
is to minimize the mean squared error. This equation has
a unique analytical minimum that is found using a set of
linear equations.
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where:

Ns is the number of sentences.
Tk is the duration of the sentence.

2.4. Model training process

The idea behind the training process is to find a set of minor
phrase and accent group clusters (obtained using linguistic
information) that are optimal in the sense of mean squared
error and Pearson correlation coefficient.

Mean squared error and Pearson correlation coefficient
are chosen as the optimization indexes because there is a
common consensus on intonation modelling about using them
to measure the prediction accuracy.

There are many ways to perform a clustering based on
a set of parameters. Classification and regression trees [12]
are chosen, because of the capabilities to classify using con-
tinuous and discrete features. The information provided by
the final tree can be valuable for future improvements or to
get an insight of the main features related to the problem.

Because of the superpositional approach, two indepen-
dent trees are trained (accent group component tree and mi-
nor phrase component tree), with a joint optimization cost
(Pearson correlation coefficient).

Initially, each tree has a unique root node. As a con-
sequence, there is only one minor phrase and accent group
class.

The steps performed to grow the trees are:

• Consider each possible splitting for each tree, accord-
ing to linguistic parameters extracted from text.

• Find the optimal polynomial coefficents (α’s andβ’s
associated to minor phrases and accent groups) for
each splitting.

• Select the split which maximizes the Pearson correla-
tion coefficient.



The trees are grown until the Pearson correlation coef-
ficient gain is less than a predefined threshold. The number
of elements in each leaf is bounded to be superior than a
predefined threshold (in our experiments, this threshold is
40), in order to prevent a weak modeling of cluster due to
small data size.

The linguistic features used to predict minor phrases
are: sentence type (declarative, interrogative or exclama-
tive), number of minor phrase in the sentence, position of
the minor phrase in the sentence, number of accent groups
in the minor phrase, number of words in the minor phrase
and number of syllables in the minor phrase.

The linguistic features used to predict accent groups are:
sentence type (declarative, interrogative or exclamative), num-
ber of minor phrase in the sentence, position of the minor
phrase in the sentence, number of accent groups in the mi-
nor phrase, number of words in the minor phrase, number of
syllables in the minor phrase, number of following accent
groups, number of accent groups in the sentence, number
of syllables in the accent group and position of the accent
group in the minor phrase.

The joint optimization approach has a drawback that
does not allow the definition of continuity constraints, be-
cause of the global nature of the problem.

In the case of English, accent groups are defined as a
sub-sequence of the sequence of syllables contained in a
minor phrase, such that the first syllable is accented and
the remaining syllables - if any - not accented [10]. As a
consequence, discontinuities in the fundamental frequency
contour can be produced in an accent group boundary inside
a word.

This problem is overcome using a smoothing function in
the boundaries of accent groups. This smoothing function
performs a linear interpolation in the middle of the discon-
tinuity.

3. EXPERIMENTS

3.1. Experimental conditions

The corpus used in this work is CMU-ARCTIC. This corpus
has been recently delivered by Carnegie Mellon University,
and can be downloaded from the FestVox site [13].

Pitchmarks are extracted from EGG signal using our
own pitch mark extraction application. The fundamental
frequency contours are analyzed to remove spurious points
and microprosody.

For this work, the corpus has been hand-labelled with
minor phrases.

The experiments consisted in intonation modeling of two
speakers of ARCTIC database (BDL and STL). Data is di-
vided in training (70%) and testing sets (30%).

The results are analyzed using mean squared error and
Pearson correlation coefficient measures. Mean squared er-

ror measures the distance, and Pearson correlation coeffi-
cient measures the shape similarity.
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Fig. 5. Histogram of the distribution of Pearson correlation
coefficients and RMSE for speaker BDL using smoothing
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Fig. 6. Histogram of the distribution of Pearson correlation
coefficients and RMSE for speaker STL using smoothing

3.2. Experimental results

Results of the different approaches are shown in Table 1.
The joint parameter extraction and prediction framework
has a superior performance both in MSE and Pearson cor-
relation coefficient than the reference system. Local param-
eter extraction can cause inconsistent contours for a similar
linguistic parameter set, which should have the same shape.

STL speaker has higher correlation than BDL speaker
because the frequency range is higher. Then the minor phrase
component contributes in a higher degree to the final corre-
lation value. In general, the contribution of the accent group
component to the final correlation is lower.



Corpus and experimental conditions RMSE ρ
BDL (joint parameter prediction) 13.612 0.555
BDL (joint parameter extraction and prediction)13.181 0.593
STL (joint parameter prediction) 15.117 0.685
STL (joint parameter extraction and prediction)14.403 0.716

Table 1. RMSE and Pearson correlation coefficient of the predicted contours for each training procedure

An alternative representation is proposed to analize the
distribution of RMSE and Pearson correlation coefficients.
The histograms are shown in Figures 5 and 6. The intona-
tion model performs well on most contours. However, some
of the contours have low correlation or high RMSE. It is due
to several factors:

• Some linguistic or supra-linguistic features are miss-
ing (e.g.: focus, emphasis, etc.). The absence of these
features causes more plain contours.

• Several utterances of the same sentence performed by
the same person may be completely different. It is
possible for a human to produce different contours
for sentences with similar linguistic structure.

• Misalignments due to automatic phoneme segmenta-
tion. The automatic phoneme segmentation produces
errors in the segmentation that cause a misalignment
in the position of the points for polynomial styliza-
tion.

• Accents are extracted using a dictionary. It is a draw-
back in the experiment, because some accents are er-
roneously placed, and other are missing.

• Errors in the extraction of pitch marks. The quality of
the pitch marks extracted from laryngograph signal is
high, but some errors are still present.

Figures 7 and 8 show the degree of relationship between
the value of Pearson correlation coefficient and mean squared
error. There is a high correlation between these two param-
eters, which is a consequence of the joint optimization of
mean squared error and Pearson correlation coefficient.

4. CONCLUSIONS

In this paper a new approach for intonation modeling is pro-
posed using a joint extraction-prediction approach. This ap-
proach has been presented using a new intonation model.
This model represents the contour as the superposition of
minor phrase and accent group components. Each compo-
nent is modelled using B́ezier curves.

There are several theoretical advantages of this joint ap-
proach:
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Fig. 7. Correlogram of RMSE and Pearson correlation co-
efficient for BDL corpus
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Fig. 8. Correlogram of RMSE and Pearson correlation co-
efficient for STL corpus

• The interpolation step is not necessary, and a possible
source of errors due to this step is avoided. The set
of parameters that are defined to perform this process
can cause some ill effects in the contour, that are fit
by LMSE methods.

• The effects due to fundamental frequency contour mea-
surement errors and microprosody are reduced.

• The parameters extracted are globally consistent, and
provide a higher accuracy in the prediction process.

However, these advantages are obtained with a higher
complexity of the training process, with the consequences
of a higher computational cost. The speed of the training
algorithm is slow due to the number of matrices and its size,
taking around four hours to train trees in a single processor
machine with 1.2 GHz.



Fig. 9. Predicted fundamental frequency contour (lines)
against original contour (dotted)

The comparison with a two-step approach under the same
experimental conditions reveals that the joint optimization
framework allows a higher prediction accuracy.

The final contours have small discontinuities in the neigh-
borhood of accent groups. They are corrected using a smooth-
ing function. This modification does not change the perfor-
mance of the model.
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